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Abstract — Value-at-Risk (VaR) is an important tool to assess portfolio risk. When calculating VaR based on historical stock return data, we hypothesize that this historical data is sensitive to outliers caused by news events in the sampled period. In this paper, we research whether the VaR accuracy can be improved by considering news events as additional input in the calculation. This involves processing the historical data in order to reflect the impact of news on the stock returns. Our experiments show that when an event occurs, removing the noise (that is caused by an event) from the measured stock prices for a small time window can improve VaR predictions.

I. INTRODUCTION

In today’s financial markets, Value-at-Risk (VaR) is a widely used risk measure quantifying the risk of loss on a portfolio of financial equities. For a given portfolio, confidence, and time horizon, VaR is defined as a threshold value such that the probability that the loss on the portfolio over the given time horizon does not exceed this value is at the given confidence level. Although VaR assumes normal market conditions, meaning that there are no sudden (unexpected) trend breaks, in the real world we do see derivations from trends, mainly caused by emerging news. For instance, when Google announced its plans to buy Motorola Mobility, Google shares went down around 5%, while Motorola Mobility’s stock jumped 57% right after the news was published.

According to the weak form of the efficient market hypothesis, news that contains information on an equity is not perfectly incorporated in the price the moment it goes public. There are many studies that indicate such a delay exists in the incorporation of information in the price [1]. This delay is caused by an initial over- or under-reaction to the news. There have also been studies that indicate that news events have an effect on the volatility of equities [2]. Since VaR is based on predicting the distribution of returns, it is likely that taking into account news events for VaR calculations is beneficial, as the volatility is the standard deviation of this distribution.

There are multiple methods to compute VaR, but ultimately it comes down to predicting the distribution of future returns. The three most widely used implementations are the parametric method (where a normal or log-normal distribution of equity returns is usually assumed), a Monte Carlo simulation-based method that predicts future returns by fitting a distribution based on historical data, and the historical method, where the assumption is that historical changes in the price accurately predict changes in the future.

The parametric method requires an assumption about the distribution of the returns of an equity. Popular assumptions are that the distribution of returns can be captured by a normal or a log-normal distribution, as these distributions offer simplicity and robustness. However, in practice, equity returns are almost never normally distributed. Assuming a specific distribution could therefore lead to a bias in the risk measure, and hence we do not use this method as the basis of our research.

Alternatively, the Monte Carlo simulation randomly samples the historical data multiple times to approximate its distribution. This method is complex to implement and its operations are computationally intense. As we aim for an application that is able to run real-time, Monte Carlo simulation-based methods are not suitable.

In contrast to the previous method, the historical method analyzes a set of historical returns instead of an assumed distribution. It therefore assumes that changes in the past are predictive for the future. This is only true if the portfolio consists of independent equities because using heteroscedastic data will result in a biased standard error and as such, any conclusion we would reach based on these biased standard errors is not reliable. In order to make sure our portfolio has no heteroscedasticity we evaluate only single equity portfolios. An advantage of the historical method is its simplicity, which fosters real-time computation, and therefore, in this paper we utilize the historical method.

VaR has a few known limitations [3]–[5], as it is only meaningful on losses that are normally distributed, which in practice is often not the case. Additionally, optimization could be difficult due to the existence of local optima, and also VaR outcomes are usually biased towards optimism instead of conservatism [6]. Despite its shortcomings, VaR is still widely adopted by practitioners and has become a standard in the finance industry, while other approaches with better properties such as the expected shortfall or conditional value at risk (CVaR) [7] – which measures the market risk

\[ A \text{ sequence of random variables is heteroscedastic if the random variables have interdependent variances, as is often the case with different financial equities in a portfolio.} \]
of a portfolio and is more sensitive to the tail of the loss distribution than regular VaR – have not become a standard.

Therefore, in this paper we focus on the improvement of VaR due to its applicability in practice. We hypothesize that we can improve VaR computations (using the historical method) by introducing financial news events [8, 9] as an additional input. Using information extracted from text in a financial context has proven to be a vital strategy in many financial applications [10]–[16]. In our approach, we clean the historical data set for data that is subject to a relatively high news influence, and aim to obtain a data set which is a better, more stable representation of the expected returns distribution. With this improved distribution we try to calculate a more accurate VaR.

In our research, we employ ViewerPro [17] for the extraction of ticker data and news events. For ticker data – to be used for VaR calculation – the platform extracts data from financial feeds, e.g., Bloomberg or Google Stocks. For news events, the ViewerPro application selects, structures, and presents news stories for trading purposes by scanning news wire sources – e.g., Reuters or AP Dow Jones – for predefined key words or phrases related to financial events. Identified events are subsequently linked to companies. For example, a message such as “Unilever announced a 14% rise in profit”, would cause ViewerPro to recognize an event in the format of “Company Profit Rise”, and link it to the company “Unilever”. Such identified events could potentially be useful in trading applications, such as the prediction of risk.

We assume news events are unique, i.e., they do not repeat in the future. For this reason, news events and their effects on the market are a distorting factor in the historical data set used in traditional methods of calculating VaR. This influence of (i.e., the overreaction to) an arbitrary news event is maximized immediately after the news is released and diminishes in the following hours as the market interprets and reacts to the new information. Eventually, the market returns to its normal state when the effect of the news message goes down to zero.

This paper is organized as follows. First we describe related approaches to this research in Sect. II. Then we introduce our framework in Sect. III. Section IV presents our implementation, our data set, and an evaluation of the framework. Last, in Sect. V we draw our conclusions and provide directions for future work.

II. RELATED WORK

In the existing body of literature, various researchers have underlined the relationship between news events and the stock market [18]–[21]. Furthermore, a correlation has been found between the number of news events and trading activity [2]. Both the efficient market hypothesis and the random walk theory support that news information is fully and immediately processed into the value of the share. In practice though, evidence indicates this is not always the case [22], [23]. Hence, for traders, timely and accurately reacting on news before the competition does, yields profitable trades. A viable strategy could be the use of algorithmic trading, where machines trade automatically at high speeds based on an array of inputs.

Hull and White [24] improve the VaR calculation by updating the volatility in the historical method by means of GARCH/EWMA models in order to reflect the difference between the volatility at the time of the observation and the current volatility. The difference between their research and ours is that the authors of [24] analyze multiple equity portfolios, whereas we only use a single equity. The authors propose a method to update the volatility in the appropriate time interval so that the volatility becomes a more dynamic factor in VaR calculation, leading to a more accurate VaR prediction. The method is compared to another method, which involves assigning weights to observations that are more recent, so that they get sampled more frequently [25]. The evaluation of these two methods and the traditional historical method is performed based on mean absolute percentage error (MAPE). The authors find that the first method outperforms both the traditional historical method and second method for exchange rates. However, this method’s results for stock indices are mixed.

The authors of [26] aim to improve technical indicators with news as well. They use only a simple text classification algorithm with a supervising learning method. Instead of only using company specific news, the authors are also integrating general market news in combination with technical indicators. The authors arrive at the interesting conclusion that technical indicators and news events alone are inaccurate as estimators, but that the combination of both could lead to better results. Based on a real life market simulation the authors show that by using their approach it is possible to make profit.

III. FRAMEWORK

In order to be able to assess whether the incorporation of news into the calculation of the VaR of a specific equity improves the overall quality of the outcomes, we propose a framework that is based on two inputs: a list of stock prices and a list of financial events, which in our case stem from the ViewerPro application. Figure 1 depicts the processing steps of our framework, which are discussed in more detail in the following subsections.

A. Data Processing

It should be noted that in order to enable optimal processing, we first need a proper data set containing financial data and news messages with event annotations. Hence, the first step in our algorithm is to clean collected equity prices stemming from the ViewerPro application. As stock markets are only open on specific dates and times, we filter the prices and keep those recorded within market opening times. Also, the time intervals between individual prices are increased so that the hourly prices are kept, because a more fine-grained data set would tremendously increase the computational complexity.
Subsequently, our second step is to read the annotated news events. ViewerPro receives (financial) news feeds from disparate sources, e.g., RSS feeds and any other textual news sources. These streams are processed by means of computational linguistics, semantic analysis, and formal logic. This way, ViewerPro determines the positive and negative impacts of the information described in the news on the equities that are relevant to the user. Once the information is fed into the ViewerPro system, it undergoes several steps in order to filter out unwanted information and select the information that is relevant for our research. Large amounts of news messages are filtered for equity-specific news, and the semantic analysis system of ViewerPro analyzes each individual news message for economic impact. This yields a list of relevant annotated news events. Some general types of news events that are covered by the ViewerPro annotations are described in Table I.

**B. Removing Noise**

The identified events are associated with times in which they occurred. These event times are matched to the times of the recorded equity prices. Our assumption is that whenever a news event occurs, the prices of a subsequent time window are directly influenced by this event. As the influenced prices are not reliable as predictors for future prices (due to the temporal imbalance they cause), we adjust the collected prices for a fixed time window to account for the generated noise by updating their values to the previously measured value.

Algorithm 1 illustrates our update mechanism, which processes a list of chronologically ordered (hourly) recorded prices. For each stock price `price` in price list `prices`, we check whether there has been an occurrence of an event on the time the price was measured by comparing the stock price time with the time of each event `event` (rounded down

```
Algorithm 1 News event processing (per equity)

Require: prices = array of stock prices and associated times
Require: events = array of events and associated times
Require: window = integer representing time window

1: previous_price.value = prices.first.value
2: for all price in prices do
3: for all event in events do
4: if impact > 0 then
5: impact = impact - 1
6: price.value = previous_price.value
7: end if
8: if price.time = event.time then
9: impact = window
10: end if
11: end for
12: previous_price.value = price.value
13: end for
```

**Algorithm 1** News event processing (per equity)

<table>
<thead>
<tr>
<th>Type</th>
<th>Sub-types</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEO</td>
<td>hiring, resignation</td>
</tr>
<tr>
<td>Acquisition</td>
<td>consideration, start, completion, stop</td>
</tr>
<tr>
<td>Bid</td>
<td>receival, consideration, acceptance, drop, raise down, up</td>
</tr>
<tr>
<td>Profit</td>
<td></td>
</tr>
<tr>
<td>Legal conflict</td>
<td>loss, resolution, win</td>
</tr>
<tr>
<td>Bankruptcy</td>
<td>–</td>
</tr>
</tbody>
</table>
on an hourly basis) stored in event list events. If an event occurrence is identified, impact is set to the window size window (which is optimized to 8 after a series of initial experiments using a hill-climbing procedure with values ranging from 1 to 100), causing the value of the subsequent price items to be set to the current value. The value of impact is decreased with 1 every next price in price list prices, so that subsequent price values are updated up until the window size has been reached. In case of overlapping events, naturally the impact counter is reset to the window size window.

After all prices have been processed, the denoisation process returns a new list of prices that have been adapted in case an event occurred in their vicinity: \( \text{prices}_{\text{event}} \). Together with the original prices \( \text{prices}_{\text{hist}} \), these prices are fed into the next processing step of the framework.

C. From Prices to Returns

Both sets of original (“hist”) and denoised (“event”) prices are converted to sets containing hourly returns. We compute the return set returns of a price set prices as

\[
\text{returns} = \frac{\text{prices}_{t+1} - \text{prices}_t}{\text{prices}_t}, \quad \forall t = 1, \ldots, N - 1, \quad (1)
\]

where \( N \) represents the number of items in the list. Hence, the return is calculated as the relative change between the price at time \( t + 1 \) and the previous price at time \( t \). A specific return \( \text{returns}_t \) is to be interpreted as the profit that can be obtained if a share is bought at time \( t \) and sold at time \( t + 1 \).

D. Calculating Value-at-Risk

As we implement the historical method of VaR calculation, we do not assume a distribution, but use the historical returns (both original and adapted) to estimate the future returns. The time horizon here is considered to be 1 day. After sorting the return list returns, we calculate the Value-at-Risk, VaR, as

\[
\text{VaR} = \text{returns'}[[\alpha \cdot \text{length} \left( \text{returns} \right)]] , \quad (2)
\]

where \( \text{returns'} \) represents the ordered (sorted) list of returns and where the confidence level is denoted by \( \alpha \). For example, if the data set contains 100 historical returns – with the first element being located on position 1, and the last on position 100 – we select the fifth worst return (i.e., position 95) when our confidence level is 95%.

A more detailed example is depicted in Table II. Here, the results of a VaR calculation are presented, based on 21 prices – with and without noise removal – with an event occurring at \( t = 6 \) while using a window size of 8. With a confidence interval of 95%, this would result in a VaR of \(-0.39 \) or \(-0.10 \) (printed in bold font) for daily returns for the historical method or the updated historical method proposed here, respectively. A VaR of \(-0.39 \) or \(-0.10 \) with confidence of 95% means that it is not expected to make losses lower than 35% or 10%, respectively. The observed difference stems from the proposed removal of noise inherently associated with events, i.e., the noise in prices generated at time \( t = 6 + 1 \) up until time \( t = 6 + \text{window} \). These differences can then subsequently be evaluated by assessing the quality of both predicted values using common measures such as the mean squared error (MSE), where the error is defined as the amount by which the calculated VaR differs from the actual worst return (at the same confidence level) that is measured in the future.

IV. Evaluation

For evaluation of the performance of the proposed VaR calculation that involves an additional denoisation process for historical data in case of event occurrences, the framework elaborated on in Sect. III is implemented as a Java-based application that calculates the VaR of a single equity based on a data set containing news events and stock prices. Note that we are not analyzing a portfolio of equities in order to rule out any bias caused by heteroscedasticity.

A. Data Set

The data set that is used in our conducted experiments covers news events and stock data collected on an hourly basis for 363 equities – differing in volatility and amount of news coverage received – during the year 2010. Prices that were collected during weekends and after market closing hours are filtered out, since no price changes occur during these hours, leaving us with approximately 2,000 stock data points and 50 up to 75 associated events per equity. In order to evaluate the performance of the calculation, we predict the VaR with both our adjusted method (referred to as \( \text{VaR}_{\text{event}} \)) and the traditional method (referred to as \( \text{VaR}_{\text{hist}} \)) for 75% of our data set. The remaining 25% is used as a test set for comparing the predicted VaR with the actual VaR. Traditionally, in VaR research, models are benchmarked against GARCH models. However, the main focus of the paper is on the improvement of a specific VaR calculation method, i.e., the historical method. Therefore, we do not take into consideration GARCH models, as the characteristics and underlying assumptions are too different.

B. Metrics

Even though many VaR analyses are currently performed using the Kupiec test [27], we employ a different set of measures. As explained by Kupiec in his original work, the test is hampered by the fact that it is statistically weak with sample sizes consistent with the current regulatory framework (one year). As our data comprises the year 2010, it would not be a good idea to perform Kupiec’s test. Therefore, we employ different measures that provide insights into the effectiveness of our proposed event-based approach.

In order to analyze for how many equities our adjusted event-based historical method provides better quality predictions in comparison to the traditional historical method, we measure each method’s squared error: the smaller the value (i.e., the closer to zero), the better. The squared error \( SE \) for equity \( e \) is defined as the squared difference between the equity’s actual VaR \( \text{VaR}_{\text{e,actual}} \) measured in our test
set and the predicted VaR \((\text{VaR}_{\text{predicted}})\) that has been predicted based on our training set, i.e.,
\[
SE_e = (\text{VaR}_{\text{actual}} - \text{VaR}_{\text{predicted}})^2.
\] (3)
Please note that \(\text{VaR}_{\text{predicted}}\) is one of \(\text{VaR}_{\text{event}}\) or \(\text{VaR}_{\text{hist}}\). For both methods, the squared errors for all equities of a set are subsequently combined into the mean squared error \((\text{MSE})\), yielding an \(\text{MSE}_{\text{hist}}\) and \(\text{MSE}_{\text{event}}\). In general, the \(\text{MSE}\) is calculated as the summation of the squared errors \((SE)\) of all equities \(e \in E\) divided by the number of equities, i.e.,
\[
\text{MSE} = \frac{\sum_{e \in E} SE_e}{|E|},
\] (4)
with \(|E|\) being the total number of equities in set \(E\), i.e., 363.

Additionally, we perform a two-sample one-tailed \(t\)-test on the sets of individual squared errors \(SE_{\text{hist}}\) and \(SE_{\text{event}}\) (containing \(SE_{e,\text{hist}}\) and \(SE_{e,\text{event}}\) \(\forall e \in E\), respectively) in order to assess the significance of the measured difference between \(\text{MSE}_{\text{hist}}\) and \(\text{MSE}_{\text{event}}\). For this, we use a significance level of 0.05 to reject the null hypothesis that there is no difference between the measured \(\text{MSE}\) values.

Finally, we evaluate the number of times the both methods outperform one another, \(OPT\) (OutPerfomed Total). This is done by comparing the squared errors \(SE_{e,\text{hist}}\) and \(SE_{e,\text{event}}\) for each equity \(e \in E\), yielding
\[
OPT_{\text{hist,\text{event}}} = \sum_{e \in E} OP(\text{SE}_{e,\text{hist}}, \text{SE}_{e,\text{event}}),
\] (5)
\[
OPT_{\text{event,\text{hist}}} = \sum_{e \in E} OP(\text{SE}_{e,\text{event}}, \text{SE}_{e,\text{hist}}),
\] (6)
\[
OP(X, Y) = \begin{cases} 
1 & \text{if } X < Y \\
0 & \text{else} 
\end{cases}.
\] (7)
It should be noted that \(OPT_{\text{event,\text{hist}}}\) cannot be equal to \(|E| - OPT_{\text{hist,\text{event}}},\) nor can \(OPT_{\text{hist,\text{event}}}\) be equal to \(|E| - OPT_{\text{event,\text{hist}}},\) as both methods could perform equally on some events, and hence the condition \(OPT_{\text{event,\text{hist}}} + OPT_{\text{event,\text{hist}}} = |E|\) does not always hold.

C. Experimental Results

When comparing the results from both VaR calculation methods, we obtain the results depicted in Table III, which shows the traditional and event-based historical VaR calculation (columns \(\text{hist}\) and \(\text{event}\), respectively). The last column, \(\Delta\%\), contains the percentage of improvement for both the mean squared error \((\text{MSE})\) and the number of times an outperformance is measured \((OPT)\).

Based on these results, we observe that on our data set, our adjusted (event-based) historical method made predictions that were of higher quality than the ones of the traditional

<table>
<thead>
<tr>
<th>Prices</th>
<th>Returns</th>
<th>Returns (sorted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(t)</td>
<td>(\text{hist})</td>
<td>(\text{event})</td>
</tr>
<tr>
<td>1</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td>2</td>
<td>0.40</td>
<td>0.40</td>
</tr>
<tr>
<td>3</td>
<td>0.43</td>
<td>0.43</td>
</tr>
<tr>
<td>4</td>
<td>0.27</td>
<td>0.27</td>
</tr>
<tr>
<td>5</td>
<td>0.39</td>
<td>0.39</td>
</tr>
<tr>
<td>6</td>
<td>0.38</td>
<td>0.38</td>
</tr>
<tr>
<td>7</td>
<td>0.12</td>
<td>0.38</td>
</tr>
<tr>
<td>8</td>
<td>0.42</td>
<td>0.38</td>
</tr>
<tr>
<td>9</td>
<td>0.57</td>
<td>0.38</td>
</tr>
<tr>
<td>10</td>
<td>0.35</td>
<td>0.38</td>
</tr>
<tr>
<td>11</td>
<td>0.27</td>
<td>0.38</td>
</tr>
<tr>
<td>12</td>
<td>0.40</td>
<td>0.38</td>
</tr>
<tr>
<td>13</td>
<td>0.37</td>
<td>0.38</td>
</tr>
<tr>
<td>14</td>
<td>0.36</td>
<td>0.38</td>
</tr>
<tr>
<td>15</td>
<td>0.41</td>
<td>0.41</td>
</tr>
<tr>
<td>16</td>
<td>0.43</td>
<td>0.43</td>
</tr>
<tr>
<td>17</td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td>18</td>
<td>0.38</td>
<td>0.38</td>
</tr>
<tr>
<td>19</td>
<td>0.40</td>
<td>0.40</td>
</tr>
<tr>
<td>20</td>
<td>0.37</td>
<td>0.37</td>
</tr>
<tr>
<td>21</td>
<td>0.36</td>
<td>0.36</td>
</tr>
</tbody>
</table>
historical method. The mean difference measured between the predicted and actual VaR was merely 8.296E-06, which is an improvement of 21.66% compared to 1.0590E-05. Also, our event-based method outperformed the traditional method in 234 out of the 363 cases (i.e., 64.46%), which is an improvement of 162.92% compared to the score of the traditional method, which only outperformed 89 times (i.e., 24.52%). Note that in our data set, when comparing the traditional and event-based historical methods, there are cases of equal performance of both methods, and hence \( OPT_{\text{hist,event}} + OPT_{\text{event,hist}} \neq |E| \).

In order to assess significance of the measured \( MSE \) improvement of 21.66% when comparing the traditional historical method with our event-based method, we perform a paired two-sample one-tailed \( t \)-test based on \( SE_{\text{hist}} \) and \( SE_{\text{event}} \), containing squared errors for all equities, using the hypotheses

\[
H_0 : MSE_{\text{event}} = MSE_{\text{hist}},
\]

\[
H_1 : MSE_{\text{event}} > MSE_{\text{hist}},
\]

and \(|E| - 1 = 363 - 1 = 362\) degrees of freedom. From our two sample \( t \)-test we obtain a \( p \)-value of 9.3529E-06. When applying a significance level of 0.05, we can reject the null hypothesis that there is no difference between the measured \( MSE \) values, and hence the measured improvement is significant, i.e., the proposed event-based historical VaR calculation method produces more reliable VaR predictions when compared to the traditional method that does not take into account events.

### V. Conclusions

In this paper we have proposed a way to enhance the calculation and prediction of Value-at-Risk (VaR) based on historical data, by introducing a denoising process linked to news events causing noise in stock prices through over- and underreactions. We have presented a framework that takes event and stock price data stemming from the proprietary ViewerPro software for predicting VaR using historical data, both in the traditional way and in the event-based way. Our experiments on a substantial data set with an implementation of the proposed framework underline that our enhanced VaR calculation outperforms the traditional approach (64.46% of the cases), causing the mean squared errors to drop significantly with 21.66%, making thus our enhanced VaR predictions more reliable. Therefore, the calculation and prediction of VaR can be improved with news (or more specifically, extracted events and stock rates) as an additional input.

For future work, we suggest to investigate accounting for the type of news events. This could be related to the influence a news event has on the price of an equity. For example, a CEO resignation might have a bigger impact on prices than an acquisition offer. Another direction for future research is related to additionally accounting for general stock market events, instead of only just the company specific news. Moreover, we would also like to build a real life market simulation for our improved historical VaR method. Finally, it would be interesting to expand the research presented in this paper to other financial risk measurements, such as the conditional Value-at-Risk (CVaR).
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