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Abstract. In this paper, we propose the Automatic Taxonomy Con-
struction from Text (ATCT) framework for building taxonomies from
text-based Web corpora. The framework is composed of multiple process-
ing steps. Firstly, domain terms are extracted using a filtering method.
Subsequently, Word Sense Disambiguation (WSD) is optionally applied
in order to determine the senses of these terms. Then, by means of a
subsumption technique, the resulting concepts are arranged in a hierar-
chy. We construct taxonomies with and without WSD and we investigate
the effect of WSD on the quality of concept type-of relations using an
evaluation framework that uses a golden taxonomy. We find that WSD
improves the quality of the built taxonomy in terms of the taxonomic
F-Measure.

1 Introduction

Nowadays, an ever increasing amount of documents is digitally stored and read-
ily available on the Web. A common issue with managing these documents is
that many of these are organized in an unstructured manner. Organizing these
documents in a structured way by creating a taxonomy representation to clarify
documents can be beneficial, as it enhances the overview of available documents.
A taxonomy is defined as a specific form of an ontology, which is a formal, explicit
specification of a shared conceptualization [5] that provides users with insight
into the type relations between (domain) concepts.

Currently, many taxonomies are manually created. While manually con-
structing taxonomies is usually more accurate because of the involvement of
domain experts, automatically generating taxonomies is often less costly and
time consuming. Taxonomy construction on the Web is particularly of interest,
as it enables inter-operability between Web sites, tools, etc., due to the knowl-
edge aggregation into shared taxonomies. The Web fosters an incredible large



amount of information and knowledge that up until know is mostly not linked
and even remains virtually invisible because of the lack of structure. Within
the last decade, there has been a trend of connecting related data that has not
been previously linked before. The well-know Linked Open Data cloud diagram1,
which aims to show the inter-connectivity of today’s Web sites and their knowl-
edge bases, grows by the year. However, this cloud could grow at an even higher
rate and become increasingly more complex when widely applying automatic
taxonomy construction. Hence, due to the need for structured information, as
well as the complexity and considerable effort for manually creating taxonomies,
automatic taxonomy construction is an interesting field to explore.

Although there is a substantial body of literature on automatic taxonomy
construction, the amount of literature focussing on applying Word Sense Disam-
biguation (WSD) is limited, even though WSD is proven to be able to improve
the results of clustering. Hence, we evaluate the influence of a sophisticated WSD
algorithm on an existing concept subsumption method. We propose a framework
for Automatic Taxonomy Construction from Text (ATCT), which we use for the
evaluation of the added value of WSD in taxonomy construction.

The main contribution of this paper is four-fold. Firstly, we analyze the in-
fluence of WSD on taxonomy construction. Secondly, we investigate the optimal
parameters for the methods that comprise the ATCT framework. Thirdly, we
modify the subsumption algorithm introduced in [11] to take the position of the
ancestors with respect to the current node into account. Finally, we present an
implementation of this approach for the domain of economics and management,
as well as the medical domain. To our knowledge, taxonomy construction has
been applied to other domains, e.g., finance and tourism [3], but not to these
domains before.

The organization of our paper is as follows. Section 2 includes a review of
related work in the area of taxonomy construction. Section 3 describes in detail
the ATCT framework that generates the taxonomies. Finally, the framework and
its implementation are evaluated in Sect. 4 and conclusions are drawn in Sect. 5.

2 Related work

Extracting terms from text corpora can be done by means of linguistic methods,
statistical methods, and hybrid methods. Linguistic methods generally use Nat-
ural Language Processing (NLP) techniques, such as Part-Of-Speech (POS) tag-
ging, morphological analysis, and lexico-syntactic patterns [6]. Linguistic meth-
ods are very well capable of defining the function of a word in a sentence, but
they do not take into consideration the importance of a term. Statistical meth-
ods only use statistical techniques to extract terms from text. A problem with
statistical methods is that they can filter out less frequently occurring important
terms, as linguistic functions are ignored. This resulted in the development of
hybrid methods, using chi-square measures, term lengths, etc. [12, 13].

1 The diagram is based on data from the W3C SWEO Linking Open Data Community
Project and is regularly updated at http://richard.cyganiak.de/2007/10/lod/.



Several similarity measures exist for Word Sense Disambiguation (WSD),
such as the fast (yet possibly inaccurate) Resnik’s similarity [2], which calculates
similarity values between terms by analyzing the degree of information they
share. Jiang and Conrath’s similarity measure [7] is more accurate, as it takes
into account the information content of the lowest common subsumer as well as
of the terms themselves.

Multiple techniques can be applied to construct hierarchical relations between
terms. For example, one could employ (hierarchical) clustering techniques using
various similarity measures, e.g., window-methods and co-occurrences. Labeling
clusters can be done by selecting the centroid of the cluster or the lowest hyper-
nym of terms in a cluster as a label [3]. Another approach to taxonomy construc-
tion is the usage of a classification method. One could combine a domain corpus,
a general corpus, and a named-entity tagger to extract and arrange terms in a
taxonomy using additional sources that provide more information about these
terms in a tree-ascending or tree-descending way [13]. Classification methods can
provide accurate results, but require a large training set, making this method
difficult to use when a large training set is not available. A final approach to hi-
erarchical relation creation is the usage of lexical-syntactic patterns, by creating
taxonomic relations through pattern matching [6]. In the subsumption method,
based on co-occurrences, a term subsumes another term if they co-occur fre-
quently. This method is simple and it does not have any labeling issues, but it
is weak in arranging terms that do not occur frequently in documents [11].

3 ATCT Framework

In our four-step ATCT framework for automatically constructing a domain-
specific taxonomy, first the terms are extracted from the documents, which sub-
sequently get processed in our term filtering step. Here, terms are filtered on
lexical cohesion and domain pertinence, after which the most relevant terms are
selected on the basis of a score, which is determined by domain pertinence, do-
main consensus, and structural relevance. The selected terms are processed into
concepts as concept labels. The next optional step is Word Sense Disambiguation
(WSD), which is used to derive the sense of a concept term and to find synonyms
of the disambiguated term. Lastly, a concept hierarchy is created by constructing
the type relations between concepts. The resulting hierarchy is represented in
SKOS [1], a commonly used domain taxonomy representation format.

3.1 Term Extraction

Within the ATCT framework, terms are extracted from a set of documents by
tagging all the words that appear in these documents and extracting those terms
that are tagged as a noun. The choice for nouns is motivated by the fact that
concepts are usually represented by nouns rather than other types of words,
which is also the case for our utilized golden taxonomies.



3.2 Term Filtering

Extracted terms are filtered on multiple criteria, i.e., their domain pertinence and
their lexical cohesion value. The most relevant terms are selected by calculating a
score, which is based on the domain pertinence, domain consensus and structural
relevance of the term [12].

Domain pertinence measures whether a term is relevant for the target do-
main. The more frequently a term appears in the domain corpus and the less
frequently the term appears in the contrastive corpus, the higher the domain
pertinence. Lexical cohesion measures cohesion among words in a term and is
only used for compound nouns. Based on initial experiments, we find that for
optimal performance for both measures the 30% terms with the lowest values
should be filtered out. Domain consensus checks whether a term is important,
i.e., it appears in several documents, and structural relevance is used for measur-
ing importance of terms in relation to their document position appearance (title
or body). Finally, the filters are combined and a weighted score is calculated.
The terms with the highest scores are selected as concept labels that appear in
the constructed domain taxonomy.

3.3 Word Sense Disambiguation

The optional WSD procedure is used for deriving the sense of a concept term
and for finding the synonyms of the concept term. In order to find the sense of
a term, we follow an approach that is based on the SSI algorithm [10]. First, we
retrieve the possible senses that are associated to the term. For this, we employ
a semantic lexicon, which is a large lexical database that contains many words
with their synsets (collections of synonyms). When a term is recognized as a
noun in the semantic lexicon, we retrieve the possible synsets for that particular
term. One of those synsets is selected as the sense for a term by following a
number of steps. The best suited sense is determined as follows:

senset = max
si∈ St

∑
cj∈ Ct

sim(si, cj) (1)

where St is the set of possible senses for term t, Ct is the set of context senses,
and sim(si, cj) is the similarity between possible term sense si and context sense
cj . The similarity measure we use is the one proposed by Jiang and Conrath [7],
as this has proven to be an accurate and fast similarity measure [2].

3.4 Concept Hierarchy Creation

In order to build the actual concept hierarchy, the subsumption algorithm dis-
cussed in [11] is employed. In order to improve the quality of this algorithm we
take the position of the ancestors with respect to the current node into account.
For each concept, the potential parent concepts (subsumers) are determined. If
P (x | y) ≥ t, P (y | x) < t, where t is a co-occurrence threshold, x potentially



subsumes y. If x appears in at least the proportion t of all documents in which y
appears and if y appears in less than the proportion t of all documents in which
x appears, x is a potential parent of y. When the potential parents are found,
the parent is determined by calculating a score for each potential parent:

score(p, x) = P (p | x) +
∑
a∈Ap

w(a, x) · P (a | x) , (2)

where p is the potential parent node of x, Ap represents the list of ancestors of
p, and w(a, x) denotes a weight value with which each co-occurrence probability
of ancestor a and x is multiplied. This weight is influenced by the amount of
layers between ancestor a and node x:

w(a, x) =
1

d(a, x)
, (3)

where d(a, x) is the length of the path between node x and ancestor a. When the
scores for all the potential parent concepts are calculated, the potential parent
with the highest score is chosen as the parent of x.

3.5 ATCT Implementation

We implemented the ATCT framework as a Java-based tool, which parses nouns
from texts by means of the Stanford [8] parser. For presenting RDF representa-
tions we employed the Jena framework [9]. Our domain taxonomies are exported
as RDF files using a SKOS vocabulary [1], so that we can compare our taxonomy
with related SKOS taxonomies.

4 Evaluation

For evaluation purposes, we compare two taxonomies generated with and with-
out applying WSD by our implementation, each consisting of 2,000 distinct
concepts. The used corpus contains 25,000 abstracts extracted from RePub
(http://repub.eur.nl/) and RePEc (http://repec.org/). The golden tax-
onomy is preprocessed (translated and pruned) version of STW Thesaurus for
Economics (http://zbw.eu/stw/), which is a manually created taxonomy in
the field of economics and business economics, containing thousands of terms
more than our automatically generated taxonomy. Additionally, we construct
two taxonomies for the domain of medicine and health, using the large MeSH
ontology (http://onto.eva.mpg.de/obo/mesh.owl) for arranging medical sub-
ject headings as a reference. The built taxonomy consists of 1,000 concepts and
is constructed from a total of 10,000 RePub abstracts.

4.1 Experimental Setup

We evaluate the built taxonomies on two levels, using measures from litera-
ture [4]. We use the lexical precision (LP ) and lexical recall (LR) to evaluate



to what degree the concepts of our constructed taxonomy are lexically shared
with the golden taxonomy. We also measure the quality of the type-of relations
by using the common semantic cotopy (csc), which is the collection of a concept
and the concept’s sub- and super-concepts that are shared between a core on-
tology and a reference ontology. Two measures that apply the csc to measure
the quality of type-of relations of an ontology are the global taxonomic preci-
sion (TP ) and the global taxonomic recall (TR), where TP reflects how similar
the relations in the intersection of both ontologies are with respect to the core
ontology, while TR reflects how similar the relations in the intersection of the
ontologies are with respect to the reference ontology. Last, we apply the taxo-
nomic F-Measure (TF ), which is the harmonic mean of TP and TR, to compute
the overall quality of the concept type-of relations.

4.2 Experimental Results

When comparing the generated taxonomies with the golden standards, we ob-
tain relatively low lexical precision and recall. For the domain of economics and
management, lexical precision and recall are merely 0.1769 and 0.0926, respec-
tively. This can be explained by analyzing the reference taxonomy we used. The
STW taxonomy mainly uses the categories (abstract) in the economics and man-
agement domain, while our taxonomy uses specific terms in this domain. For the
domain of medicine and health, lexical precision is somewhat higher, i.e., 0.2388,
while the lexical recall of 0.0156 is very low. The latter low value is explained
by the fact that the MeSH ontology consists of 15,337 concepts, which is much
higher than the size of our built taxonomy (1,000 concepts).

In order to be able to properly evaluate the quality of taxonomies that are
built by applying WSD we use the semantically shared concepts of the core
ontologies and reference ontologies rather than the lexically shared concepts to
retrieve the quality of the type-of relations as concepts are now disambiguated.

We have applied a WSD approach specific for existing taxonomies on the
golden taxonomies to disambiguate its concepts in order to be able to retrieve
the semantically shared concepts, which is similar to the one we used for dis-
ambiguating concepts from text corpora. The difference is that we now use the
surrounding taxonomy concepts (concept neighborhood) of a concept to disam-
biguate a concept rather than using text surroundings. The concept neighbor-
hood consists of the concepts that are ancestors of a concept, and the concepts
that are descendants of a concept. In case none of the concepts surrounding a
taxonomy concept can be disambiguated, the most common sense is selected.

We investigated what percentage of concepts were disambiguated correctly
for the ontologies for different amounts of ancestor and descendant layers. We
found that for disambiguating a concept the best results are obtained when
using a concept neighborhood that consists of two layers of ancestor concepts
and two layers of descendant concepts. Further increasing the size of the con-
cept neighborhood does not improve the results, while decreasing the concept
neighborhood size lowers the percentage of concepts disambiguated correctly.



Table 1. Quality measurements for resulting taxonomies with and without the use of
WSD, within the domain of economics and management (E&M), as well as within the
domain of medicine and health (M&H).

Domain Taxonomy TP TR TF

E&M T1 (without WSD) 0.7382 0.5082 0.6023
T2 (with WSD) 0.8056 0.5813 0.6753

M&H T1 (without WSD) 0.5681 0.6051 0.5860
T2 (with WSD) 0.5907 0.6016 0.5961

Table 1 shows several quality measurements for the type-of relations. We
distinguish between the two domains and between applying the framework with
and without WSD. The table shows the TP , TR, and TF . Here, T1 denotes
the taxonomy without WSD and T2 denotes the taxonomy with WSD. For the
domain of economics and management, both taxonomies have high TF values,
implying that the taxonomic relations between concepts in both taxonomies are
good. The taxonomy with WSD seems to perform better than the taxonomy
without WSD on all three quality measures. WSD improves TF by approxi-
mately 12.12% for the economics and management domain. WSD thus improves
the quality of the concept type-of relations in our experiment. For the medicine
and health domain, TF is again higher with WSD, but the increase is not as
high as for economics and management. Nevertheless, for all built taxonomies
WSD had a positive effect on the overall quality of the type-of relations.

5 Conclusions

We have presented the ATCT framework for the automatic generation of a do-
main taxonomy from text. The framework extracts potential taxonomy terms
from a large corpus, resulting in a number of the most relevant terms, after hav-
ing filtered the potential terms for domain pertinence, domain consensus, lexical
cohesion, and structural relevance. When disambiguating term senses, a sense
and alternative labels (synonyms) are added to the concept. Concepts with the
same senses are removed from the concept list. Subsequently, taxonomic rela-
tions are created by means of a subsumption method, which arranges concepts in
a taxonomy according to their co-occurrence in documents. After implementa-
tion, we found in our experiments that the usage of WSD in automatic taxonomy
construction improves the performance measured in terms of the TF-value by
12.12% with respect to the method without WSD.

For future research it would be interesting to benchmark our method against
other taxonomy creation methods, such as hierarchical clustering or classification
methods. Furthermore, we would like to investigate the impact of WSD on these
other methods. Exploring other term extraction methods such as lexico-syntactic
patterns in combination with our framework is also a research direction that we
would like to pursue. Finally, we would like to investigate the application of our
approach to other domains, e.g., law, chemistry, physics, or history.
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